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Abstract—Optimal control policy synthesis for probabilistic systems from high-level specifications is increasingly often studied. One major challenge that arises in these studies is the question of what to do if the optimal probability of satisfaction is not satisfactory? We address this question by viewing the specification as a soft constraint and present a synthesis framework for MDPs that encodes and automates specification revision in a trade-off for higher probability. The method uses co-safe LTL as the specification language and quantifies the revisions to the specification according to user-defined proposition costs. The framework computes a control policy that optimizes the trade-off between the probability of satisfaction and the cost of specification revision. The key idea of the method is a rule for the composition of the MDP, the automaton representing the specification, and the proposition costs such that all possible specification revisions along with their costs and probabilities of satisfaction are captured in one structure. The problem is then reduced to multi-objective optimization on an MDP. The power of the method is illustrated through simulations of a complex robotic scenario.

I. INTRODUCTION

In recent years, there has been an increasing interest in automatic control generation for dynamical systems from high-level specifications (e.g., [1]–[7]). The main motivations for such studies are to eliminate human error and to lift the role of humans to the highest level of decision making – specification – by algorithmically constructing provably-correct control strategies. These approaches have specifically gained popularity in the fields of robotics, smart buildings, and systems biology. By the nature of these fields, the underlying systems include uncertainty and stochasticity, and hence the goal is to find an optimal strategy that maximizes the probability of satisfying the specification.

One major challenge that arises in these studies is the question of what to do if the optimal probability of satisfaction is not good enough? For example, consider the robotic scenario depicted in Fig. 1, where a home assistive robot carrying a tray of dishes is tasked to take the dishes to the kitchen without breaking them and without passing through the bedroom. Due to the object that is partially blocking the entrance to the kitchen from the common room, and robot’s sensor and actuation noise, the chances of entering the kitchen safely are less than ideal. Now, imagine that getting the dishes to the kitchen safely is of higher priority to the user than avoiding the bedroom. With this information, then a possible desired behavior for the robot is to deliver the dishes to the kitchen through the bedroom given that the trade-off between the gained probability of success and the violation of the bedroom constraint is acceptable to the user. Such scenarios are commonly faced in robotics, and, more generally, in control of probabilistic systems in real world applications. In this work, we consider this problem from the specification perspective and investigate the following question: “how to automatically revise the specification so that the resulting strategy gives rise to an optimal trade-off between the probability of success and the degree of violation to the original specification.”

Many frameworks have been developed for control strategy synthesis from high-level specifications for stochastic systems [4], [5], [8]–[12]. These works typically use Markov decision processes (MDPs) as the (abstraction) model for the underlying systems and employ temporal logics, namely linear temporal logic (LTL) [13], as the specification language. In these works, the LTL specifications are viewed as hard constraints. Therefore, the developed frameworks are only able to compute a strategy that satisfies the specification optimally. In other words, by design, they are unable to suggest ways to improve the probability of success even if this probability is unsatisfactory.

In recent works, control generation methods that treat LTL specifications as soft constraints have been introduced [14]–[19]. These approaches are also referred to as partial satisfaction or specification revision methods, and their purpose is to enable (deterministic) robot motion planning in environments, in which the given high-level task is not fully satisfiable. The framework introduced in [14] allows for a temporary violation of the specification for simple transition systems. That method decomposes the specification into fragments and asks the user to prioritize them to generate a desirable plan. The works in [16], [17] also tackle the problem of
planning for unsatisfiable LTL specifications for a transition system. These works propose several measures of distance between Büchi automata representing the specification and formulate (NP-hard) planning algorithms based on these measures. All of these works assume that the underlying system is deterministic, and their extensions to probabilistic systems are not clear and remain to be investigated.

The LTL planning frameworks in [18], [19] introduce three heuristics based on the notion of graph distance to generate the “closest” plan for deterministic robotics systems. One of these measures is adopted by [20] for control policy generation for MDPs with partially satisfiable LTL specifications. As discussed in [19], the used measure, however, is suitable for only a narrow fragment of specifications, namely coverage, e.g., eventually visit regions A, B, and C in any order. For other types of specifications, this method of partial satisfaction generates undesirable behaviors.

Planning with soft constraints has also been studied in the AI community under the notion of preference-based planning, e.g., [21]–[23]. These works introduce various models of reasoning about conditional preferences such as CP-nets [21]. The most related work from this community is [23], which introduces a probabilistic preference planning framework for MDPs. The preferences are expressed in LTL-style logic. The method reduces the problem to a quadratic programming problem and solves it by an SMT-solver. The proposed approach, however, is computationally expensive and belongs to the complexity class of NP-hard problems.

In previous work [24], a quantitative approach to LTL control generation for deterministic dynamical systems is introduced. The approach is based on the idea of skipping of the edges of the automaton that represents the specification. This idea leads to the notion of distance to satisfaction over the behaviors of the system and is derived from user-defined costs over atomic propositions. The method then automatically computes a series of controls (a plan) that minimizes the distance to satisfaction of the specification. This method is generally suitable for all types of specifications.

In this work, we propose an extension of the approach in [24] to probabilistic systems in the context of specification revision. Given an MDP, a specification in a fragment of LTL, and costs over propositions, the proposed scheme generates a control strategy that optimizes the trade-off between probability of satisfaction and the expected distance to satisfaction (degree of violation) to the original specification by considering all possible (allowed) revisions of the specification. This is enabled by a slight modification of the idea of skipping in [24] to quantitative substitution and a novel composition rule. Technically, the method first constructs a weighted automaton from the propositional costs and the specification automaton similar to [24]. The weighted automaton is then composed with the MDP, resulting in a product MDP. The composition rule is carefully designed so that the composed MDP (1) captures all possible specification revisions and (2) encodes both the distances of the revisions from the original specification and the probabilities of satisfaction. Finally, by using multi-objective optimization on the composed MDP, the Pareto curve that captures all the optimal trade-offs between distance to satisfaction and probability of satisfaction and their corresponding strategies are computed.

Summarizing, the main contribution of this paper is the first LTL control synthesis framework for probabilistic systems that encodes and automates specification revision (partial satisfaction) capabilities suitable for all types of specifications, to the best of our knowledge. The framework is founded on a novel application of multi-objective verification [25], which is enabled by a new composition rule as discussed above. The power of the approach is illustrated through a robotic case study.

II. PRELIMINARIES

A. Markov Decision Processes

In this paper, we focus on Markov decision processes (MDPs) as models of probabilistic systems.

Definition 1 (MDP): An MDP is a tuple $M = (Q, q_0, A, P, R, C, \Pi, L)$ where:

- $Q$ is a finite set of states;
- $q_0 \in Q$ is the initial state;
- $A$ is a set of actions;
- $P : Q \times A \rightarrow \text{Dist}(Q)$ is a transition probability function, mapping each state-action pair to a probability distribution over $Q$ denoted by $\text{Dist}(Q)$;
- $R : Q \times A \rightarrow \mathbb{R}^{\geq 0}$ is a reward function, assigning to each state-action pair a non-negative reward;
- $C : Q \times A \rightarrow \mathbb{R}^{\geq 0}$ is a cost function, assigning to each state-action pair a non-negative cost;
- $\Pi$ is a finite set of atomic propositions;
- $L : Q \rightarrow 2^\Pi$ is a labeling function that assigns to each state a set of atomic propositions from $\Pi$.

The set of available actions in $q \in Q$ is denoted by $A(q) \subseteq A$. With an abuse of notation, we denote the transition probability from $q$ to $q'$ under action $a \in A(q)$ by $P(q, a, q')$.

A path of an MDP $M$ is a possible sequence of states from the initial state through $M$, i.e., $\gamma = \gamma_0 \overset{a_0}{\rightarrow} \gamma_1 \overset{a_1}{\rightarrow} \cdots$, where $\gamma_0 = q_0$, $\gamma_i \in Q$, $a_i \in A(\gamma_i)$, and $P(\gamma_i,a_i,\gamma_{i+1}) > 0$ for all $i \in \mathbb{N}$. A path can be finite or infinite. We denote the set of all infinite and finite paths of $M$ by $\text{Path}$ and $\text{Path}^*$, respectively. If $\gamma \in \text{Path}^*$, last($\gamma$) denotes the final state of $\gamma$. We define the observation trace of path $\gamma$ by $w^\gamma = L(\gamma_0)L(\gamma_1)\ldots$.

Example 1: Consider the robotic scenario depicted in Fig. 1. An MDP $M_1$ representation of it is shown in Fig. 2. States $q_0, q_1, q_2$ represent robot safely navigating in common room, kitchen, and bedroom, respectively, and $q_3$ represents a crash that causes the dishes to break in any of the rooms. The actions and their corresponding transition probabilities, which indicate how the robot can move in the space, are shown by edges in this figure. A finite path of $M_1$ is $q_0q_1q_3$ with the observation trace of $\{\text{common room}\}$.$\{\text{kitchen}\}$.

To reason about the behavior of the system represented by $M$, we use control policies (also referred to as strategies, adversaries, or schedulers). A control policy specifies which action to choose at every state. In general, this choice can be history dependent and randomized.
Definition 2 (Control Policy): A control policy of an MDP $\mathcal{M}$ is a function $\lambda : \text{Path}^* \rightarrow \text{Dist}(A)$ such that $\lambda(\gamma, a) = 0$ for all $a \notin A(\text{last}(\gamma))$, where, $\lambda(\gamma, a)$ is the probability of choosing $a$ at state $\text{last}(\gamma)$ under $\lambda$.

We denote the set of all policies of $\mathcal{M}$ by $\Lambda_{\mathcal{M}}$. Policy $\lambda \in \Lambda_{\mathcal{M}}$ is deterministic if $\lambda(\gamma)$ is a point distribution for all $\gamma \in \text{Path}^*$ (i.e., $\lambda$ chooses an action in $A(\text{last}(\gamma))$ with probability 1); otherwise, $\lambda$ is randomized. A policy $\lambda$ is memoryless (stationary) if $\lambda(\gamma)$ depends only on $\text{last}(\gamma)$.

B. Syntactically co-safe LTL

We use syntactically co-safe LTL [26] to write the specifications of the probabilistic system.

Definition 3 (syntax): Let $\Pi = \{p_1, p_2, \ldots, p_N\}$ be a set of Boolean atomic propositions. A syntactically co-safe LTL formula over $\Pi$ is inductively defined as following:

$$\varphi ::= \neg p | p \lor \varphi | p \land \varphi | X \varphi | \varphi U \varphi | F \varphi$$

where $p \in \Pi$, $\neg$ (negation), $\lor$ (disjunction), and $\land$ (conjunction) are Boolean operators, and $X$ ("next"), $U$ ("until"), and $F$ ("eventually") are temporal operators.

Definition 4 (Semantics): The semantics of syntactically co-safe LTL formulas are defined over infinite traces $x$.

$w = \{w_i\}_{i = 1}^{\infty}$ with $w_i \in 2^\Pi$ is an infinite trace and $w^i = w_1 \cdots w_i$ be the $i$-th suffix. $w \models \varphi$ indicates that $w$ satisfies formula $\varphi$ and is recursively defined as following:

- $w \models p$ if $p \in w_1$;
- $w \models \neg p$ if $p \notin w_1$;
- $w \models p \lor q$ if $w \models p$ or $w \models q$;
- $w \models p \land q$ if $w \models p$ and $w \models q$;
- $w \models X \varphi$ if $w \models \varphi$;
- $w \models \varphi U \varphi$ if there exists $k \geq 0$ and $w_k \models \varphi$, and for all $i \in [0, k)$, $w_i \models \varphi$;
- $w \models F \varphi$ if there exists $k \geq 0$ and $w_k \models \varphi$.

It is important to note that finite traces are sufficient to satisfy syntactically co-safe LTL formulas, even though these formulas have infinite-time semantics. We say that a path of an MDP satisfies $\varphi$, if its observation trace satisfies $\varphi$.

Given a co-safe LTL formula $\varphi$, a deterministic finite automaton (DFA) that precisely accepts all the finite traces that satisfy $\varphi$ can be constructed [26].

Definition 5 (DFA): A DFA is given by a tuple $A = (Z, \Sigma, \delta, z_0, F)$, where $Z$ is a finite set of states, $\Sigma$ is the input alphabet, $\delta : Z \times \Sigma \rightarrow Z$ is the transition function, $z_0 \in Z$ is the initial state, and $F \subseteq Z$ is the set of accepting states. The transition function $\delta$ can be also viewed as a relation $\delta \subseteq Z \times Z$, where every transition is a tuple $(z_1, \sigma, z_2) \in \delta$ iff $z_2 = \delta(z_1, \sigma)$. A finite run of $A$ on a trace $w = w_1 \cdots w_n$ is a sequence of states $\mu = \mu_0 \mu_1 \cdots \mu_n$, where $\mu_0 = z_0$, $\mu_i \in Z$, and $(\mu_{i-1}, w_i, \mu_i) \in \delta$ for $i = 1, \ldots, n$. $\mu$ is called an accepting run if $\mu_n \in F$.

We denote the DFA that is constructed from a formula $\varphi$ by $A_\varphi$. An input trace $w$ that induces an accepting run $\mu$ in $A_\varphi$ is called $\varphi$-satisfying. To reason quantitatively over the satisfaction of $\varphi$, we employ weighted DFA (wDFA).

Definition 6 (wDFA): A weighted DFA (wDFA) is a tuple $A^p = (A, \rho)$, where $A$ is a DFA, and $\rho : \delta \rightarrow \mathbb{R}$ assigns a weight for every transition in $\delta$. Consider a trace $w = w_1 \ldots w_n$, and let $\mu = \mu_0 \mu_1 \cdots \mu_n$ be the run of $A^p$ on $w$, i.e., $(\mu_{i-1}, w_i, \mu_i) \in \delta$ for all $i \in \{1, \ldots, n\}$. We define the weight of $w$, with an abuse of notation, to be $\rho(w) = \Sigma_{i=1}^{n} \rho(\mu_{i-1}, w_i, \mu_i)$. Thus, the weight of a trace is the sum of weights along the run of $A$ on it. Therefore, a wDFA defines a function $h_{A^p} : \Sigma^* \rightarrow \mathbb{R}$.

III. Problem Formulation

The encompassing goal of this work is a control policy synthesis scheme for probabilistic systems that enables the increase of the probability of satisfaction of a high-level specification at the cost of revision (violation) of the specification. In other words, we aim to compute the control policies that give rise to the optimal trade-offs between probabilities of satisfaction of the revised specifications and the degrees of violation to the original specification.

We assume that the probabilistic system is in the form of an MDP, and the specification is given as a co-safe LTL formula $\varphi$ over the MDP’s set of atomic propositions $\Pi = \{p_1, \ldots, p_N\}$. Furthermore, each ordered pair of propositions $(p_i, p_j)$ is associated with a non-negative cost, representing the cost of violation (substitution) of $p_j$ by $p_i$. Let $c : \Pi \times \Pi \rightarrow \mathbb{R}_{\geq 0}$, where $c(p_i, p_j) = 0$, denote this (possibly partial) cost function. The intuition is that the user allows revisions of the specification $\varphi$ through substitution of its propositions, and $c(p_i, p_j)$ captures the degree of user’s willingness on the substitution of $p_j$ by $p_i$.

Instead of actually revising the specification, we evaluate these costs over the paths of the MDP. We employ $c$ to measure how far a path is from satisfying $\varphi$ through allowed substitutions in its observation trace. Informally, we define “distance to satisfaction” of a path to $\varphi$ to be the total cost of such substitutions (formally defined in Sec. IV). Since the paths of the MDP are probabilistic, we reason about their distances to satisfaction in the form of expectation.

Example 2: To illustrate this setting, consider the robotic scenario depicted in Fig. 1 and its MDP representation $\mathcal{M}_1$ in Fig. 2. The specification is $\varphi_1 = (\neg \text{break} \land \neg \text{bedroom}) \cup (\neg \text{break} \land \text{kitchen})$. The (simplified) DFA $A_{\varphi_1}$ is shown in Fig. 3. Clearly, the robot can satisfy $\varphi$ only by going straight to the kitchen from the common room. This path corresponds to the MDP path $q_0q_1q_2$ and the trace of $\text{common room} \{\text{kitchen}\}$ with the probability of 0.6. To achieve this path, the robot has to choose action $a_1$ in state $q_0$, which also could result in breaking the dishes with the probability of 0.4. Since the user considers keeping the dishes safe of much higher priority than going
to the bedroom or never reaching the kitchen, she assigns the cost of 1 to the violation of common room by bedroom (pretending the bedroom is the common room), i.e., $c_1(\text{bedroom, common room}) = 1$, the cost of 10 for the violation of kitchen by common room or bedroom (pretending the common room or the bedroom is the kitchen), i.e., $c_1(\text{common room, kitchen}) = c_1(\text{bedroom, kitchen}) = 10$, and extremely large costs to all the other violations to prevent them from happening. Now, the robot has several ways to get to the kitchen. For instance, it can take the path through the bedroom and endure the cost of 1 in trade-off for the probability of satisfaction of 1. It could also stay in the common room and never break the dishes at the cost of 10 for violating kitchen by common room. Given all the trade-offs, then the user can choose the desired behavior, which is the former one in this case.

Therefore, we are interested in computing a policy for the MDP with two objectives: maximizing the probability of satisfaction and minimizing the expected distance to satisfaction of $\varphi$ according to the user’s preference. The formal statement of the problem is as follows.

**Problem 1:** Given an MDP $\mathcal{M}$, a co-safe LTL formula $\varphi$, and a substitution cost function $c$ over pairs of atomic propositions, synthesize a control policy that maximizes the probability of satisfaction of $\varphi$ and minimizes the expected distance to satisfaction of $\varphi$.

To approach Problem 1, we first generate a WDFA from DFA $\mathcal{A}_\varphi$ and cost function $c$ to capture all possible violations (revisions) of $\varphi$ with their corresponding distances to satisfaction. Then, we compose this WDFA with the MDP through a specific composition rule that translates the distance to satisfaction that is defined over traces to the paths of the product MDP. At the same time, the probability of satisfaction of $\varphi$ is also captured by the product MDP through a reward assignment by the composition rule. Therefore, the problem is reduced to a two-objective optimization problem over the product MDP. This optimization problem can be solved by either methods of *value iteration* (VI) or *linear programming* (LP) in polynomial time [25].

IV. SYNTHESIS FRAMEWORK

In this section, we introduce our control policy synthesis framework. We note that, for completeness, we first review the definition of distance to satisfaction from [24] and then introduce the methodology, which is the main contribution of the paper, including a new semantics to lift the proposition substitution costs given by $c$ to the alphabets of $\mathcal{A}_\varphi$.

A. Construction of WDFA

Here, we detail the construction of a WDFA from $\varphi$ and $c$ to capture the violation costs between two traces. This WDFA is utilized to measure the distance to satisfaction of the observation traces of MDP $\mathcal{M}$ to $\varphi$. Recall that, from a co-safe LTL formula $\varphi$, a DFA $\mathcal{A}_\varphi$ that accepts precisely all satisfying traces of $\varphi$ can be constructed. The formula $\varphi$ is defined over the propositions in $\Pi$, and hence the alphabets (also known as letters) of $\mathcal{A}_\varphi$ are from $2^\Pi$, i.e., $\Sigma = 2^\Pi$.

Each state of the MDP $\mathcal{M}$ is also labeled with an element of $2^\Pi$. Therefore, the finite traces from both $\mathcal{A}_\varphi$ and $\mathcal{M}$ are in $(2^\Pi)^*$. To distinguish between them, we denote a trace of (a path of) $\mathcal{M}$ by $w^\mathcal{M}$ and a trace of $\mathcal{A}_\varphi$ by $w^\varphi$. The set of all traces of $\mathcal{M}$ is called the *language* of $\mathcal{M}$ and is denoted by $L(\mathcal{M})$. Similarly, the language of $\varphi$ is the set of all accepting traces of $\mathcal{A}_\varphi$ and is denoted by $L(\varphi)$.

To define the distance to satisfaction of $w^\mathcal{M}$ to $\varphi$, we first need to measure the substitution cost of a letter $\sigma^\mathcal{M}$ in $w^\mathcal{M}$ for another one $\sigma^\varphi$ in $w^\varphi$. Recall that each letter is a set of propositions. Therefore, we can use $c$, the propositional substitution cost function, to derive the cost of letter substitutions. One can think of several ways to do this. For instance, the work in [24] proposes two semantics for it. These semantics, however, are specific to the case that the violation costs of an atomic proposition by all other ones are equal. In this work, we give more freedom to the user by allowing different costs for the violation of a proposition (depending on the substitution proposition). Therefore, we suggest the following semantics.

Let $\eta : 2^\Pi \times 2^\Pi \rightarrow \mathbb{R}$ be the letter substitution cost function, where $\eta(\sigma^\mathcal{M}, \sigma^\varphi)$ returns the cost of substituting $\sigma^\mathcal{M}$ for $\sigma^\varphi$. Also, let $l = \max(|\sigma^\mathcal{M}|, |\sigma^\varphi|)$, where $|\sigma|$ is the number of propositions in $\sigma$. Then, $\eta(\sigma^\mathcal{M}, \sigma^\varphi) = \min_{(\alpha, \beta) \in (\sigma^\mathcal{M} \times \sigma^\varphi)} \sum_{i=1}^l c_1(\alpha_i, \beta_i)$ such that $\bigcup_{i=1}^l \alpha_i = \sigma^\mathcal{M}$ and $\bigcup_{i=1}^l \beta_i = \sigma^\varphi$. Using $\eta$, we define the distance between two traces $w^\mathcal{M}$ and $w^\varphi$ as follows.

$$\text{DIST}(w^\mathcal{M}, w^\varphi) = \left\{ \begin{array}{ll} \sum_{i=1}^l |\eta(w_i^\mathcal{M}, w_i^\varphi)| & \text{if } |w^\mathcal{M}| = |w^\varphi| \\ \infty & \text{otherwise.} \end{array} \right.$$  

We formally define distance to satisfaction of $w^\mathcal{M}$ to $\varphi$ as:

$$\text{DIST}_{\varphi}(w^\mathcal{M}, \varphi) = \min_{w^\varphi \in L(\varphi)} \text{DIST}(w^\mathcal{M}, w^\varphi).$$

In words, $\text{DIST}_{\varphi}(w^\mathcal{M}, \varphi)$ is the minimum sum of the costs of the letter substitutions required to turn $w^\mathcal{M}$ to an accepting trace of $\varphi$.

**Example 3:** Consider again the robotic scenario depicted in Fig. 1 and the robot behavior of taking the dishes to the kitchen through the bedroom. The MDP trace of this behavior is $w^\mathcal{M} = \{\text{common room}\}\{\text{bedroom}\}\{\text{kitchen}\}$. The closest accepting trace of $\mathcal{A}_\varphi$ (see Fig. 3) to $w^\mathcal{M}$ is $w^\varphi = \{\text{common room}\}\{\text{common room}\}\{\text{kitchen}\}$. It is clear that the robot violates (substitutes) letter $w_3^\mathcal{M} = \{\text{common room}\}$ by $w_3^\varphi = \{\text{bedroom}\}$, whose cost is 1. Therefore, $\text{DIST}_{\varphi}(w^\mathcal{M}, \varphi) = 1$ for this robot behavior. Another possible behavior is for the robot to remain in the common room, resulting in the trace $w^\mathcal{M} = ...$
Example 4: Consider the task DFA $A_{\varphi_2}$ shown in Fig. 3 and the proposition substitution costs $c_1$ in Example 2. In the first step, we minimize $A_{\varphi_2}$ to reduce unnecessary computations. The minimized DFA contains only $z_0$, $z_1$, and their corresponding edges and labels. Then WDFA $A_{\varphi_2}^p$ is constructed by pairing each existing label with a letter that can substitute it as shown in Fig. 4. The cost of this substitution, then, becomes the weight of the edge enabled by this newly generated label.

B. Product MDP

To generate a control policy for the MDP $M$ that optimizes the trade-off between the maximum probability of satisfaction of $\varphi$ and its minimum expected distance to satisfaction, we compose MDP $M$ with $A_{\varphi_2}^p$, i.e., $M^P = M \times A_{\varphi_2}^p$. The resulting structure is an MDP $M^P = (Q^P, q_0^P, A^P, P^P, R^P, C^P)$, where

- $Q^P = (Q \times Z) \cup \{q_0^P, q_b^P\}$ is a set of product states, where $q_0^P$ and $q_b^P$ are the “good” and “bad” terminal (sink) states;
- $q_0^P = (q_0, z_0)$ is the initial state;
- $A^P = \{A^P(q^P) | q^P \in Q^P\}$ is the set of actions;
- $P^P: Q^P \times A^P \rightarrow \text{Dist}(Q^P)$ is a probability distribution assigning to each transition $(q^P, a^P, q'^P)$ a probability in accordance to $P$;
- $R^P: Q^P \times A^P \rightarrow \mathbb{R}^{\geq 0}$ is a reward function designed to capture the probability of satisfying $\varphi$ as explained below;
- $C^P: Q^P \times A^P \rightarrow \mathbb{R}^{\geq 0}$ is a cost function designed to capture the distance to satisfaction of the paths of $M$ as explained below.

For simplicity of presentation, we explain the generation of $M^P$ in two steps. In the first step, we focus only on the subspace $(Q \times Z)$ of $M^P$. In the second step, we complete the construction of the product by considering the terminal states $q_0^P$ and $q_b^P$.

1) Pre-Processing Step: A key step to the construction of $M^P$ is the generation of the set of actions $A^P$ from the set of actions $A$ in $M$. The goal is to capture all possible substitutions of the labels of the states of $M$ in the structure of $M^P$. We do this by a unique construction of $A^P$. The intuition behind it is as follows. Under action $a \in A(q)$, state $q \in Q$ can possibly have several successors with non-zero probabilities. The label of each successor state, in our framework, can be substituted by another label at a certain cost. Therefore, under $a$, several combinations of successor labels are possible. For each successor label combination under $a$, we define an action in $A^P$ (a copy of $a$).

Formally, let $q'_1, \ldots, q'_k$ be all the successor states of the state-action pair $(q, a)$ in $M$, where $q'_i \in Q$ and $P(q, a, q'_i) > 0$. Moreover, let $L(q) \subseteq 2^I$ denote the set of all letters (labels) that can substitute the label of $q$. Then, we define the set of available actions at product state $q^P = (q, z)$ to be

$$A^P((q, z)) = \{(a, l(q'_1), \ldots, l(q'_k)) | a \in A(q) \text{ and } l(q'_i) \in L(q') \forall i \in \{1, \ldots, k\}\}.$$  

Under action $a^P = (a, l(q'_1), \ldots, l(q'_k))$ in $A^P((q, z))$, the transition probability $P^P((q, z), a^P, (q'_i, z')) = P(q, a, q'_i)$ if $\delta^P(z_i, (l(q'_i), L(q'_i))) = z'$ otherwise.

If $\delta^P(z_i, (l(q'_i), L(q'_i))) = z'$, we assign the cost of $C((q, z), a^P, (q'_i, z')) = \eta(l(q'_i), L(q'_i))$ to this edge. We use these edge costs to compute the costs of the state-action pairs $C^P(q^P, a^P)$ in the post-processing step.

2) Post-Processing Step: In this step, we complete the construction of $M^P$ such that it can be directly utilized for a multi-objective optimization computation. We achieve this by adding two terminal states $q_0^P$ and $q_b^P$ to the state space of $M^P$ and taking the necessary steps to turn them into sink states. These steps are as following:

- **Fixing $P^P$:** if the sum of the transition probabilities of state-action pair $((q, z), a^P)$, where $a^P \in A^P((q, z))$, is less than 1, assign the remaining probability mass...
to the transition to $q_0^p$, i.e., $P^p((q, z), a^p, q_0^p) = 1 - \sum_{a^p \in Q^p} P^p((q, z), a^p, q^p)$. This step is particularly necessary if $A^P_\varphi$ is constructed from a minimized $A_\varphi$.

- **Accepting States to $q_0^p$**: add an action to every state $(q, z)$ with $z \in F$ (accepting state), to enable a transition to $q_0^p$ with probability 1, i.e., add $a^p$ to $A^p((q, z))$, where $z$ is accepting, with $P^p((q, z), a^p, q_0^p) = 1$.

- **Sink States**: remove all actions that cause a self-transition with probability 1 from the states in $(Q \times Z)$. Then, turn $q_0^p$ and $q_1^p$ into sink states by adding an action to each with a self-transition probability of 1.

- **Rewards**: assign a reward of 1 to the state-actions pairs that have a transition probability 1 to $q_0^p$ and 0 to all the other ones. That is, $R^p(q_0^p, a^p) = 1$ if $q_0^p = (q, z)$ and $z \in F$; otherwise, $R^p(q_0^p, a^p) = 0$.

- **Costs**: assign the cost of 0 to all the edges that do not have a cost assignment already. Then, the state-action pair costs become the expectation of the edge costs $C$, i.e., $C^p(q^p, a^p) = \sum_{a^p \in Q^p} P^p(q^p, a^p, q^p) C^p(q^p, a^p, q^p)$.

Through this construction, $M^p$ captures all possible ways that the paths of $M$ can satisfy $\varphi$ with the allowed violations (substitutions). This product $M^p$ captures the probability of satisfaction of $\varphi$ though its reward structure and the distance to satisfaction through its cost function.

The complexity of the construction of the product MDP $M^p$ is exponential in the number of allowed substitutions. This is the classic combinatorial problem because all possible combinations of the allowed substitutions need to be considered. In the worst case, every letter in $\Sigma$ can substitute every other letter, and each state-action pair in $M$ has a transition to all the states in $Q$ with non-zero probability. Then, the number of actions at each state of $M^p$ is $|A^p((q, z))| = |A(q)| |\Sigma|^{|Q|}$. Hence, the size of the product MDP in the worst case is $|M^p| = |Z| |\Sigma|^{|Q|} \sum_{q \in Q} |A(q)|$.

**Example 5**: To demonstrate the construction of this product MDP, consider MDP $M_1$ and W DFA $A^F_1$ in Fig. 2 and Fig. 4, respectively. The product MDP $M^p_1 = M_1 \times A^F_1$ is shown in Fig. 5. The actions in the product are denoted by $a_i^j$ which represents the $j$th copy of action $a_i$ in $M_1$. The transition probability, reward, and cost of each edge are indicated by the numbers in the parentheses in the form of $(P^p, R^p, C^p)$. The outcome of action $a_i^j$ includes no label substitution if $j = 0$; hence, the corresponding cost is zero. For $j > 0$, substitutions are made with the corresponding costs. States marked by “good” and “bad” are the terminal sink states. The edges with no action label are the ones that are added in the post-processing step.

### C. Multi-Objective Optimization

By the construction of the product MDP, Problem 1 reduces to a two-objective optimization problem over $M^p$. Under a control policy $\lambda \in \Lambda_{M^p}$, the probability of satisfaction of $\varphi$ by the paths of $M^p$ (see [27]) is

$$\text{PROBSAT}^\lambda_{M^p}[\varphi] = E^\lambda_{M^p} \left( \sum_{k=0}^{\infty} R^p(q_k^p, \lambda(q_k^p)) \right),$$

(1)

where $E^\lambda_{M^p}$ denotes the expectation operator over the paths of $M^p$ under $\lambda$. Similarly, the expected distance to satisfaction of the paths of $M^p$ to $\varphi$ under $\lambda$ is

$$\text{DISTOSAT}^\lambda_{M^p}[\varphi] = E^\lambda_{M^p} \left( \sum_{k=0}^{\infty} C^p(q_k^p, \lambda(q_k^p)) \right).$$

(2)

Therefore, the multi-objective problem becomes the computation of a control policy $\lambda \in \Lambda_{M^p}$ that maximizes (1) and minimizes (2). The synthesis of this control policy can be achieved by solving an LP problem [25].

In this work, we first compute the Pareto curve [28] to illustrate all the optimal trade-offs between the two objectives by using VI to solve the problem. Then, by the user’s choice of a point on the curve, the corresponding control policy can be obtained by an LP solver. The obtained control policy is memoryless and generally randomized for MDP $M^p$.

Through a simple projection, it can be converted to a finite-memory (history dependent) control policy for the MDP $M$.

**Example 6**: The Pareto curve obtained for the robotic scenario in Fig. 1 computed on the product MDP $M^p_1$ (Fig. 5) is shown in Fig. 6. As the curve illustrates, delivering the dishes safely to the kitchen comes at the trade-off of violating the bedroom constraint at the cost of 1, whereas this probability reduces to 0.6 if no violation is allowed.

We note that, at a cost of additional complexity, the proposed framework can be modified in a straightforward manner to enable the substitution of single letters by a sequence of letters (finite trace). This flexibility might be interesting from the application point of view. For instance, a robot can substitute an important task only by performing a sequence of other tasks.

### V. CASE STUDY

We evaluated the performance of the proposed control policy synthesis with specification revision framework on a robotic scenario in an indoor environment in simulations. For two different task specifications, each paired with an
atomic substitution cost function, we showed the range of possible probabilities of satisfaction and their corresponding distances to satisfaction. In other words, we showed how the maximum probability of satisfaction can be improved through specification revision.

We considered the environment shown in Fig. 9d, which consists of 4 rooms, obstacles, and 5 regions of interest. The initial position of the robot is shown in blue. The motion of the robot in this environment was assumed to be given as an MDP obtained through a discretization of the environment to a 10 × 10 grid. Each grid cell was associated to a state of the MDP. Moreover, the bounding walls of the environment were represented by a single state of the MDP. Hence, the robot MDP had a total of 101 states.

The set of atomic propositions were \( P = \{Obs, p_0, \ldots, p_5\} \), and the labeling of the MDP states was done according to the environment map (see Fig. 9d), where \( p_0 \) is the label of all the white cells. The state representing the bounding walls was labeled with \( \{Obs\} \). The states corresponding to the cells containing (black) walls were also labeled with \( \{Obs\} \). Furthermore, there were 5 actions available to the robot in each MDP state: \( A = \{a_{\text{north}}, a_{\text{east}}, a_{\text{south}}, a_{\text{west}}, a_{\text{terminate}}\} \). The outcome of \( a_{\text{terminate}} \) was a deterministic termination in the current cell of the robot. The transition probability distribution of the rest of the actions for any cell is shown in Fig. 7.

The first robot specification was, “Visit regions \( p_2, p_3, \) and \( p_4 \), in that order and always avoid obstacles.” This specification translates to the following co-safe \( \text{LTL} \) formula:

\[
\varphi_2 = \neg \text{Obs} U (p_2 \land (\neg \text{Obs} U (p_4 \land (\neg \text{Obs} U p_1)))).
\]

The atomic proposition substitution costs for this specification were: \( c_2(p_0, p_2) = 1 \), \( c_2(p_0, p_4) = 2 \), \( c_2(p_0, p_1) = 3 \), and \( \infty \) for all the others. These costs indicate the importance of visiting \( p_1, p_2, \) and \( p_4 \) in specification \( \varphi_2 \), and user’s willingness to allow them to be ignored by the robot.

The second specification was, “Go to \( p_5 \) without passing through \( p_2 \) and colliding with obstacles,” which translates to the co-safe \( \text{LTL} \) formula \( \varphi_3 = (\neg p_2 \land \neg \text{Obs}) U p_5 \). For this specification, the user was willing to compromise \( p_5 \) by allowing the visit of \( p_4, p_1, \) or \( p_3 \) instead to achieve a higher probability of satisfaction, according to the costs

\[
c_3(p_4, p_5) = 1, \quad c_3(p_0, p_5) = 5, \quad \text{and} \quad c_3(p_3, p_5) = 10.
\]

The user was also willing to ignore \( p_1 \) at the cost \( c_3(p_0, p_5) = 20 \).

We used the proposed framework to compute the Pareto curve for each of the specifications (see Fig. 8). We also generated 50 sample paths under four control policies, each corresponding to a Pareto point. They are shown in Fig. 9. For \( \varphi_2 \), the probability of satisfaction with no violation was 0.36, i.e., distance to satisfaction of 0 (see Fig. 9a). The bottleneck of this task for the robot was to visit \( p_4 \). By violating this region, the robot could complete \( \varphi_2 \) with the much higher probability of 0.88 (Fig. 9b). The distance to satisfaction of this behavior was 1.9. At the distance to satisfaction of 4.0, the robot could complete the task with the probability of 0.99. The robot behavior under this control policy was interesting because it chose to terminate when the robot found itself in a location that had a high probability of colliding with an obstacle as shown in Fig. 9c. Lastly, at distance to satisfaction of 5.7, the robot substituted \( p_0 \) for all the specified regions to achieve probability of 1 by remaining in its initial position (Fig. 9d).

The probability of satisfaction of \( \varphi_3 \) with no violation was 0.52 (Fig. 9e). By allowing the substitution of \( p_4 \) for \( p_5 \), the probability of satisfaction went up to 0.67. As shown in Fig. 9f, the robot chose between \( p_5 \) and \( p_4 \) according to its probability of success from the current region. For the distance to satisfaction of 4.4 and 9.8, the robot could increase its probability of success to 0.88 and 0.98, respectively, by going to \( p_1 \) and \( p_3 \) instead of \( p_5 \) (Figs. 9g and 9h). We verified all of these probabilities by 1,000 simulations. The results were within 2% of the theoretical values.

The size of the product MDPs (sum of all state-action pairs) for \( \varphi_2 \) and \( \varphi_3 \) were 3,257 and 3,930, respectively. Their constructions in MATLAB took 13.0s and 21.3s, respectively. We used PRISM [29] to compute the Pareto curves and control policies, each of which took less than 2s. All these computations were performed on a MACBOOK PRO with a 2.7 GHz processor and 8 GB of RAM.

VI. CONCLUSION

In this paper, we introduced a computational framework for specification revision for MDPs. The framework generates control policies by optimizing the trade-off between the probability of satisfaction of a high-level specification and its revision cost. We focused on co-safe \( \text{LTL} \) as the specification language and used user-defined substitution costs over the atomic propositions to define quantitative revisions of the specification. The efficacy of the method was demonstrated through simulations of a robotic scenario.
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Fig. 9: 50 sample paths under control policies corresponding to points on $\varphi_2$ and $\varphi_3$ Pareto curves (Fig. 8). The blue and yellow colors correspond to the successful and failing paths, respectively.


